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CHAPTER 21

REGULATION OF
CYBERSPACE
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JURGEN FEICK
RAYMUND WERLE

21.1 INTRODUCTION

................................................................................................................

In February 1996, John Perry Barlow, one of the founders of the Electronic Frontier
Foundation, released on the Web what he called ‘A Declaration of the Independ-
ence of Cyberspace’! The declaration was quickly published on numerous websites
and is still available on many of them. Barlow’s declaration was a reaction to the
passing of the US Telecommunications Reform Act and specifically to its Title V,
the Communications Decency Act—a governmental attempt to regulate (indecent)
content on the Internet. In the declaration he rejects any form of regulation
imposed by governments or other outside forces as they would undermine ‘free-
dom and self-determination’, and therefore be detrimental to Cyberspace. Only the
‘Golden Rule’ of reciprocity (treat others as you would like to be treated) should be
generally recognised, according to the declaration.

A mere three years after Barlow’s plea for an unregulated or self-regulated
Internet, Harvard law professor Lawrence Lessig coined his famous ‘Code is Law’
metaphor (Lessig, 1999). Borrowing from Joel Reidenberg’s ‘Lex Informatica’
(1998), Lessig argued that not only governments but also firms and people regulate
the Internet. Thus, instead of being dominated by laws and ordinances, the Internet
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is largely regulated by architecture or code, hardware, and software that shape
Cyberspace. Those who develop and implement code determine who can use the
Internet, if and how users are identified, if and how use is monitored, if and how
access to information is provided and, more generally, how ‘regulable’ or ‘unregu-
lable’ Cyberspace is.

The issue of regulation developed parallel to the increasing social, cultural,
economic, and political leverage of the Internet and later Cyberspace, which has
become a de facto synonym for the World Wide Web (Resnick, 1998). Concurrently,
the perception of these problems has changed. Today, the question is not whether
Cyberspace can be regulated, but rather what is regulated, why it is regulated, how it
is regulated, and who regulates it (cf. Hofmann, 2007a). These are questions which
are often raised in studies of regulation (cf. Baldwin and Cave, 1999), but the
answers to these questions concerning the regulation of Cyberspace presumably
differ from other regulatory domains. Not only does the Internet provide new
means and tools of regulation and afford regulatory influence to actors and organ-
isations which traditionally have been the targets of regulation, it also makes
regulation (especially national regulation) by public authorities increasingly diffi-
cult or even ineffective, and futile.

Some of these aspects, concerning especially the role of government vis-a-vis
private industry, civil society, or international organisations, moved into the
centre of the discussions and deliberations of the ‘World Summit on the Infor-
mation Society’ (WSIS), which was convened by the United Nations and the
International Telecommunication Union. It was held in two phases, in Geneva in
December 2003 and in Tunis in November 2005, and involved thousands of
delegates and stakeholders from a diverse array of organisations and groups.
WSIS has made the general public aware that with the Internet’s reach extending
worldwide, a battle over its control has arisen (cf. Dutton and Peltu, 2009).
However, widespread discontent with what is regarded to be illegitimate, unilat-
eral oversight over the Internet by the United States did not suffice to trigger
consensus concerning the establishment of an international political control
structure. Except for the case that WSIS unveiled the political nature of Cyber-
space the only palpable result was the creation of a forum for multi-stakeholder
policy dialogue: the Internet Governance Forum (IGF). The IGF meets once a
year to exchange information, discuss public policy issues, make recommenda-
tions, and offer advice to stakeholders. Not surprisingly, it lacks all regulatory

power, due to the unbridgeable gap between those who accept regulation only
where it is necessary to safeguard the technical functioning of the network, if at
all, and those who emphasise the variety of potential activities which can only
flourish if order in Cyberspace is guaranteed through regulation, as pointed out
by the WSIS discussions.
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21.2 A CONCEPTUAL VIEW ON THE
REGULATION OF CYBERSPACE

................................................................................................................

Before we look at specific approaches to the regulation of Cyberspace, a few
conceptual remarks are in order. In the literature, various concepts are applied in
the analysis of how individual, corporate, and collective actors have induced
structural and procedural developments, and usage patterns. These concepts in-
clude influence, guidance, control, steering, regulation and, especially recently,
governance. Governance and regulation are often treated as synonyms, but we
prefer to draw a distinction between these two concepts. Following Renate Mayntz,
we regard governance to be the more encompassing concept, which in a sociological
perspective focuses on ‘different modes of action coordination—state, market,
corporate hierarchy’, etc.—while regulation refers to ‘different forms of deliberative
collective action in matters of public interest’ (Mayntz, 2009: 121, 122). According to
this definition, the concept of regulation goes beyond command and control
concepts of the regulatory policy type (cf. King, 2007: 3-21) and focuses in a
wider perspective on the development and application of public or private rules
directed at specific population targets.

Regulation has an impact on technology but is also affected by it. Technological
innovations alter not only the issues, objects, and circumstances but also the modes
and tools of regulation, including the aspects of who is able and legitimised to
regulate (Hood, 2006). It would be misleading to search for a viable unitary
regulatory model operating in Cyberspace. Given the increasingly complex and
rapidly changing commercial and social usage patterns of the Internet, with the
World Wide Web being their trans-border platform, we cannot even expect to find
a tightly-knit web of regulatory rules. Rather, we encounter patchworks of partly
complementary, partly competing regulatory elements in the form of legal rules
and ordinances, mandatory and voluntary technical standards and protocols,
international and national contracts and agreements, and informal codes of conduct
and ‘netiquette’ (e.g. social conventions that are meant to guide all cyber-related
interactions). Also, registers of requests for comments and lists of frequently asked
questions occasionally serve regulatory purposes.

The engineers’ response to the technical heterogeneity and complexity of the
Internet, and to the technical requirements of a potentially huge number of services
and applications has been to partition functions into sub-functions and allocate
them to different protocol layers of the network. The Internet protocols distinguish
five layers, including the physical one. In order to structure the issue area, this
technical layering approach has been adopted by several studies of Internet govern-
ance and regulation. The idea of these studies is to increase the accuracy and
precision of regulation by assigning a specific regulatory measure to a specific layer
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and avoiding layer-crossing (Solum and Chung, 2003; Whitt, 2004). But this
technocratic approach is obviously difficult to realise because there is no unambig-
uous correspondence between technical functions and social action. Thus, the
studies usually restrict the number of layers to three. Benkler (2006: 383—459), for
instance, distinguishes a physical layer (e.g. cables), a code layer (e.g. browsers,
e-mail, Internet protocols) and a content layer (e.g. videos, music, speech). Simi-
larly, Zittrain distinguishes a physical layer, a protocol layer, and an application
layer, which includes but could also be separated from a content layer (Zittrain,
2008: 63—71). Generally, the lower layers are more technical and the upper layers
more social. To address our questions concerning regulation, it is sufficient to
differentiate only two layers: a technical layer and a content layer. The technical
layer consists of the infrastructure of Cyberspace and encompasses the basic
protocols such as TCP/IP, as well as browsers, and other software used to transmit
content. It also includes cables, routers, and computers. The content layer consists
of the application and use of software which facilitates accessing, transmitting,
filtering, or storing all types of content (cf. Lessig, 2001).

21.3 REGULATION OF THE TECHNICAL
INFRASTRUCTURE

................................................................................................................

Most of the literature on Internet regulation focuses on content and conduct rather
than on infrastructural issues. Even though Lessig contends that regulating infra-
structure (code) means at the same time regulation through infrastructure (see also
Murray, 2007), most efforts to design, develop, and shape technology are perceived
as the search for the technologically best solution and thus, as a purely coordinative
effort. Regulatory or more generally political implications of these efforts are
ignored or not fully appreciated (cf. Elmer, 2009).

It is undisputed that the Internet was only able to grow into a global network
because it had met the critical operational requirements which any decentralised
set of communications systems must meet in order to function as a single cohesive
system. These requirements are compatibility, identification, and interconnectivity
(Pool, 1983). Compatibility facilitates the smooth interoperation of networks in
technical terms and is usually achieved through conformance to technical stan-
dards. Identification is accomplished by the assignment of unique addresses (num-
bers or names) to all users or objects which inhabit the networks. Interconnectivity
entails the commitment or obligation of the providers, or operators of networks to
link their networks to one another in compliance with compatibility and identifi-
cation requirements.

REGULATION OF CYBERSPACE 527

21.3.1 Identification

The most prominent regulatory field at the infrastructural level relates to identifi-
cation and the domain name system (DNS). The allocation of an unambiguous
address (i.e. a 32-bit string of numbers) to each host that is connected to the
network is essential for the routing and transmission of data packets. The system of
domain names visible in e-mail and WWW ‘addresses’ is based on this address
system. But in contrast to a string of numbers, names as identifiers are human-
friendly and easy to remember. Their introduction has promoted the ease of use of
the network. Originally designed as a coordinative tool, the DNS—especially
names in the generic top-level domain ‘com’—was increasingly regarded as a
valuable business resource which could be used for branding. This transformed
the process of allocating domain names from an act of coordination to one of
resource allocation, with potentially negative consequences for those who claim a
specific domain name (e.g. trademark owners) but find this name already allocated
to somebody else (e.g. a competitor).

Just at the time when the significance of the DNS problems increased and an
organisation with some regulatory authority was needed to cope with these
problems, the US government removed authority over the assignment of numbers
and names and some other managerial functions from the Internet Assigned
Names and Numbers Authority (IANA), which worked on the basis of government
contracts as a comparatively autonomous kind of US government agency, and
delegated it to ICANN, the Internet Corporation for Assigned Names and Num-
bers (Mueller, 2002). ICANN, a private, non-profit corporation incorporated in
California, assumed this responsibility in 1998.2 It was designed as a ‘complex
multi-stakeholder global institution based on the principles of internationalisation
and privatisation of governance’ (Cogburn, 2009: 405). But since its inception,
it has been overseen by the US government on the basis of contracts with
the Department of Commerce, while other countries’ governments have been
prevented from controlling ICANN. The original intention of the US government
to subsequently weaken its central role in this area and grant more influence to
other governments and private stakeholders did not fully materialise. Thus, on the
one hand the US government delegated authority to ICANN, but on the other
hand a hierarchical political element remained in this arrangement. ICANN
operates in ‘the shadow of the state’ from which it derives its authority (Scharpf,
1997). Whether this shadow is needed is an open question (Héritier and Lehmkuhl,
2008).

ICANN has the authority to formulate and implement the substantive and
procedural rules within its jurisdiction entirely on its own. This includes the
power to authorise new top-level domains such as ‘biz’ and ‘info’ and the control
of the operation of the so-called root servers, which keep and distribute up-to-date,
authorised information about the content of the name space of the top-level
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domains. The root servers are consulted as the highest instance of the domain
name hierarchy if a data packet otherwise cannot find its destination. ICANN
oversees the organisations which run and maintain the top-level domains (regis-
tries), including the country code top-level domains such as “uk’ or ‘jp’ Registries
must agree to ICANN’s terms and conditions. Of particular importance is the fact
that ICANN has established a dispute resolution mechanism to process conflicts
over domain name allocation through approved dispute resolution service pro-
viders. ICANN’s Uniform Domain Name Dispute Resolution Policy (UDRP),
which has been used to resolve thousands of disputes over the rights to domain
names, is considered to be efficient and cost effective.

ICANN claims that it does not control content on the Internet, that it is unable
to stop spam, and that it does not deal with access to the Internet. It stresses its role
as coordinator of the Internet’s naming system in order to promote the expansion
and evolution of the Internet (cf. Klein, 2002). ICANN has an international board
of directors which represents all parts of the world and diverse groups of stake-
holders. It is open for input from various advisory committees including a govern-
mental advisory committee. Regardless of all the efforts to keep this particular area
‘politics free’, criticism has focused in particular on the US’s prerogative position in
this example of ‘regulated self-regulation’ (Knill and Lehmkuhl, 2002: 53—5). Many
developing countries, along with China, India, and several European countries,
have argued that the current legal construction would theoretically allow the US
government to ‘punish’ a country by blocking its country code top-level domain
(cf. von Arx and Hagen, 2002). This could have far-reaching negative consequences
for the economy and society in the respective country. US government interven-
tions which stopped ICANN’s process of approving the implementation of a new
‘xxx’ (pornography) top-level domain in 2006 appear to justify this concern
(Cogburn, 2009: 405). In the shadow of hierarchical control by the US government,
ICANN has gained and demonstrated regulatory authority, at least vis-a-vis the
registries, when it comes to preserving the stability and integrity of the domain
name system. Most stakeholders seem to accept ICANN’s de facto regulatory
competences in this area as long as ICANN exercises self-restraint (Pisanty, 2005:
52—8; cf. Hofmann, 2007b).

21.3.2 Compatibility

Private self-regulation on the technical layer of the Internet has a long tradition.
Given the decentralised structure of the Internet, safeguarding compatibility has
high priority. Ever since the US National Science Foundation decommissioned
the operation of what was, until 1995, a publicly-funded academic and research
network (CSTB, 1999), it has not been possible for a central authority to impose
the necessary compatibility requirements (Holznagel and Werle, 2004: 22-5).
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Originally, technical design and development was guided by the Internet Engineer-
ing Task Force (IETF), formed in 1986 but with roots dating back to the times of
ARPANET in the early 1980s. The IETF adopted many standards, i.e. technical
rules, to be implemented in the network, and it has been the guardian of the
Internet’s generic protocol suite TCP/IP. Participation in the IETF and its numer-
ous working groups is open to anyone, and a broad and unrestricted discussion of
proposals via electronic mailing lists is possible. Before new Internet standards are
approved, two independent implementations have to be completed. The standards
are adopted on the basis of consensus and published online in the so-called Request
for Comments (REC) series. Their use cannot be mandated and they are tradition-
ally available for implementation free of charge (open voluntary standards). IETF
activists have always stressed the non-hierarchical, non-bureaucratic, voluntary,
and consensus-based process of standard-setting. In an IETF meeting in 1992,
David Clark, one of the architects of the Internet, voiced an oft-repeated char-
acterisation of the IETF: ‘We reject kings, presidents and voting. We believe in
rough consensus and running code’® In this meeting, the IETF rejected the
adoption of components of the Open Systems Interconnection (OSI) network
protocols developed by one of the established international standardisation orga-
nisations, which at the time ignored the IETF or questioned its legitimacy (CSTB,
2001: 23-35).

The other decisive standardisation organisation focusing mainly on components
and applications of the Web is the World Wide Web Consortium (W3C), founded
in 1994. Virtually all Web standards that are of relevance today were developed by
the W3C. Like the IETF, the W3C is a non-commercial organisation of volunteers,
but in contrast to the IETF, the volunteers are organisations rather than individuals,
and they are charged more than a nominal membership fee. As an international
industry consortium, the W3C has about 400 member organisations—companies
from the industry and service sectors as well as research and education institutions.
All stakeholders who are members of the consortium have a voice in the develop-
ment of W3C standards which are adopted on the basis of consensus and are also
available free of charge.

Despite all the differences between the W3C and the IETE, both organisations
emphasise the promotional and coordinative character of their work and the
voluntary nature of their standards. Formally, no one can be compelled to comply
with them. However, such a view is too narrow. Being technical rules, all standards
carry a cognitive or normative expectation of compliance. Moreover, particularly
in network industries such as telecommunications and information technology
including the Internet, coordinative standards can attain a quasi-mandatory status
as a consequence of network effects (Shapiro and Varian, 1999). If a standard
becomes prevalent in such an industry, it may eventually lock in. This means
that producers and users of a specific feature or service of the Internet may be
compelled to conform to the prevailing standard and stick to it once they have
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implemented it. Internet standards are rarely purely technical, but they can obscure
commercial interests, political preferences, and moral evaluations at the same time
that these underlying interests and choices are brought to bear (Werle and Iversen,
2006).

Thus, the work that the W3C and the IETF engage in has political and regulatory
consequences. The new generation of the generic Internet protocol suite offers an
impressive case in point. In 1998, the IETF published a new Internet protocol suite
as a draft standard, the so-called IP version 6 (or IPv6), also known as IP Next
Generation. IPv6 is regarded as a necessary means of enlarging the address space
and augmenting Internet functions, including a stronger encryption sequence and
the high-quality services needed for sophisticated (real time) applications. In
particular, the pressing need to enlarge the address space is generally acknow-
ledged. Internet service providers and users are running out of addresses since the
prevailing protocol suite (IPv4) only provides for 4.3 billion addresses. The respect-
ive supply offered by IPv6 is virtually infinite. Apart from alleged problems of
compatibility between the new protocol and the incumbent one and difficulties
which always have to be coped with if users are to migrate collectively from a
proven standard to a new one, IPv6 has affected diverse political and business
interests (DeNardis, 2009). The US government hesitated to promote a new
protocol, a transition to which would require software updates, address reconfig-
uration, and other costly efforts on the part of the US Internet industry and
corporate users. Many in the Internet industry had received large blocks of
addresses in the past or had implemented software to mitigate address shortages
and therefore saw no immediate benefit in upgrading the protocol suite.

Conversely, in the wake of September 11, 2001, the Department of Defense (DoD)
announced it would migrate to IPv6 by 2008, alluding to the protocol’s enhanced
security features. But due to doubts concerning, among other things, the legitimacy
of the IETF to define and administer world standards, the DoD specified that all
software and hardware purchased should have ‘IPv6 capability’ rather than imple-
mentation (DeNardis, 2009). In Japan, IPv6 was seen as an opportunity for the
domestic information technology industry to catch up to the United States. Based
on this protocol suite, an ‘Internet of Things’ was envisioned with embedded network
interfaces and unique addresses for practically every electronic device. Large IT
companies and the Japanese government agreed that reaching this goal required the
transition to an IPv6 environment by 200s. Likewise, the European Union (EU) gave
its support to IPv6 in a move to harmonise network standards in Europe and at the
same time provide the huge increase in Internet addresses needed by its prospering
mobile telecommunications industry in order to offer high-quality, secure new
mobile services (Holznagel and Werle, 2004: 22—-5; DeNardis, 2009).

All in all, with its IPv6 standard, the IETF triggered different and partly contra-
dictory political and business strategies. As a result, worldwide adoption has been
significantly delayed. The IETF lacks the formal legitimacy and also the resources to
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enforce the world-wide implementation of the new protocol suite. Here it has
reached the limits of private self-regulation because even as an open, consensus-
based organisation, it is unable to involve all interested or affected stakeholders in
the decision-making process and to accomplish concerted action. But because
governments also take diverging stances towards IPv6 as indicated above, regula-
tion by an intergovernmental standardisation organisation such as the standards
branch of the International Telecommunications Union (ITU) would very likely
fail as well (cf. Schmidt and Werle, 1998).

21.3.3 Interconnectivity

In addition to combining single networks to a network of networks, the operation-
al requirement of interconnectivity encompasses issues of access to and differenti-
ation or fragmentation of the Internet. Unlike the operators of telephone networks
and the providers of telephone services, Internet network operators and service
providers are not controlled by any industry-specific interconnection regulations
in most countries. In this respect, the Internet is an unregulated network.

Social and territorial differences regarding access to the Internet were one of the
central concerns tackled at the above-mentioned ‘World Summit on the Informa-
tion Society’ (WSIS). ‘Digital divide’ is the popular metaphor used to describe this
issue. While some delegates to WSIS regarded the divide as a transitory phenom-
enon, others emphasised the need for funds to support the development of
information and communication technologies and bridge the divide between
developed and developing countries. There can be no doubt that over the last 15
years, the digital divide has been shrinking in terms of numbers of Internet users.
But looking only at these numbers conceals the dynamics of the divide which
includes Internet usage and usage patterns. Digital divide or digital differentiation
tends to reproduce itself in the sense that with highly-innovative Internet technol-
ogy, ever-newer features and services are developed which turn out to be sources of
new lines of differentiation (Werle, 2005) or, as Manuel Castells—with a view to
broadband connections—put it: ‘As soon as one source of technological inequality
seems to be diminishing, another one emerges: differential access to high-speed
broadband services’ (2001: 256).

Since the Internet’s inception, political factors including deliberate abstention
from regulation have accounted for the emergence, as well as, the mitigation of
differences concerning access to and use of all features of the Internet. Network
operators and service providers play an important role in this context. Most of
them are private companies. They have agreed to interconnect their networks and
services via network access points. Initially, the operational costs of these network
access points were shared among those connected to such a point (peering). Later,
peering was complemented and in some cases replaced by transit arrangements,
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which obliged smaller networks to compensate larger networks for the traffic they
send to them because large networks receive much more traffic from small net-
works than they send to them. Peering and transit arrangements are achieved
through commercial negotiations. It is argued that the strong positive network
externalities generated by the fast-growing Internet have provided sufficient incen-
tive to enter into interconnection agreements on a voluntary basis. Thus, in
principle, interconnection is governed through market processes and voluntary
coordination.

The Internet market offers providers not only inducements to interconnect but
also incentives to differentiate products into a variety of ‘dedicated services’ which
attract specific user groups and also content providers who are willing to pay a
higher price for privileged and faster access to Internet services. Conversely,
network and service providers may charge different prices to different content
providers for a similar service, block web sites or portals of some providers, or
selectively direct users to others. This has raised concerns that the architecture of
the Internet will change, losing its traditional openness, and end-to-end character
(Lemley and Lessig, 2004; Zittrain, 2008). According to the end-to-end design
principle, most of the network’s ‘intelligence’ is located at its ends (servers, work
stations, PCs), while the network remains comparatively ‘stupid, only providing
the ‘pipes’ through which the bits and bytes are delivered (Isenberg, 1997). Insuch a
best-effort network it would be virtually infeasible to privilege certain providers
over others. It can be disputed that the Internet has ever been that ‘stupid’. In any
case, several architectural changes made for the sake of secure e-commerce and a
variety of other reasons have already eroded the original principles. The fragmen-
tation of the network is no longer technologically impossible and it is particularly
likely to occur where only one or two providers control local or regional markets
for high-speed services.

The spectre of fragmentation has triggered—under the heading of ‘network
neutrality’—a debate in the US and the EU over the need for regulatory interven-
tion partly akin to the common carrier or universal service regulation of the
telephone industry through specialised regulatory agencies (cf. Frieden, 2007).
Proponents argue that without regulatory control, the Internet’s opportunities
will be taken away from users and shifted to network and service providers in the
name of efficient network management, and at the expense of the innovative
potential of decentralised discretionary use. Opponents contend that market
competition between providers will mitigate these problems and also encourage
broadband deployment as long as antitrust enforcement agencies monitor pro-
viders’ behaviour and prevent the abuse of market power. They also stress that the
Internet, which up to now has been unregulated with regard to network neutrality
regulation, has enabled the era of user-generated content in social networking sites
and blogs, potentially breaking the hegemony of traditional content generators as
the primary sources of content.
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21.3.4 Coordination and regulation of technology

The emergence and development of the Internet can be described as an evolution-
ary process which, despite the decisive promotional role of the US government, was
never guided by a master plan. Voluntary, private self-regulation coordinated the
actions of the early architects of the Internet (David, 2001). This tradition has
survived particularly in the area of technical standardisation. Also, the administration
of the domain name system by ICANN shows strong elements of self-regulation,
occasional attempts by the US government to intervene notwithstanding. Organisa-
tions such as the IETF and the W3C, and even ICANN, have gained authority and
legitimacy through the successful coordination of the global expansion of the Inter-
net, which is in the common interest of most private and public stakeholders (for a
more critical view of ICANN, see Murray, 2007: 114-25). IP addresses, domain names,
and Internet standards cross national borders and have global validity (cf. Bendrath
et al., 2007). In contrast to identification and compatibility, interconnectivity tends to
be regulated by governments within the territorial confines of their authority. This
description has traditionally characterised telephone regulation, which comes in
national and regional variants within a liberal global telecommunications regime.

Whether the existing hybrid constellation regulating the technical infrastructure
will endure for the next decade is an open question, given the rapid changes and
the increasing commercial importance of the Internet. The regulatory arrangement
that has emerged is criticised from two opposite camps. On one side are those who
argue that there is too much regulation and propose that functions such as domain
name management could be left completely to the market. Network neutrality rules
are declared absolutely unnecessary and dispensable. On the other side are those
who call for more regulation, particularly for more political leverage for all
interested or affected states on all relevant aspects of the technical infrastructure.
Intergovernmental organisations or forums might have the legitimacy and the
sanctioning power to implement regulations including the new Internet protocol
stack (IPv6) which still struggles for acceptance.

21.4 REGULATION OF CONTENT

................................................................................................................

While the regulation of the technical infrastructure aims at shaping the general
opportunities and constraints of utilising the Internet, the regulation of content
touches more explicitly upon values, norms, and rules. It deals, for example, with
child pornography, hate speech, and discrimination against minorities and more
generally with provisions to enable (or restrain) the free flow of information. In
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our understanding, it also includes the regulation of conduct. The latter relates to
commercial and other electronic transactions which can be hindered through
electronic deception and fraud, infringement of privacy, unsolicited content, and
hostile attacks. Compared to the regulation of the infrastructure, content regula-
tion is an extremely broad and heterogeneous policy domain in terms of the issues
and actors involved.

21.4.1 Political and private regulation

Cyberspace represents a de-materialised and largely de-territorialised world which
challenges national social, political, and legal cultures and traditions. In contrast to
proprietary telecommunications networks, the decentralised (end-to-end) tech-
nical infrastructure of cyberspace allows for distributed creativity, peer production,
and sharing, making it hard to trace and control social, economic, and political
action (Benkler, 2006; Lemley and Lessig, 2004). The commercialisation of the
Internet and its increasing significance as a global platform for commercial trans-
actions of all kinds have created a pressing need for a reliable and secure environ-
ment. Central questions, not only for legal scholars, include whether existing law
can be extended into cyberspace in order to provide such an environment—and
upon which nation’s law this should be modelled—or whether a singular body of
cyber law must be developed (Sieber, 2001). Legal regulation is based first and
foremost on national law. National law frequently addresses commercial, civil, or
criminal action on the Internet because these actions are typically not yet strictly
‘cyber’. If, however, the adjustment of existing rules to the cyber environment is
necessary or new legal regulations are required, slow political rule-making proced-
ures often reduce their effectiveness (Greenstein, 2000: 183). Traditional legal forms
of regulation encounter limits which are felt ever more directly in the context of law
enforcement. The validity of national law ends at a country’s borders, but Internet
transactions can easily cross these borders and escape from national jurisdiction. As
soon as more than one political authority is affected by a transaction and the legal
rules regulating this transaction differ from one country to the other, a multilateral
agreement is needed to reach a common solution and enforce regulation. Only in a
limited number of cases can we find internationally shared or accepted rules.

Given these problems and the Internet industry’s, and users’ fear of what they see
as either regulatory failure or political over-regulation, private (self)regulation is
often proposed as the preferred policy. Self-regulation originally emerged in areas
such as standard-setting and protocol development (see above). But even so-called
netiquette had inter alia a regulatory purpose, aiming to secure freedom of speech
and the free flow of information (Werle, 2002). From there self-regulation diffused
into commercial and other areas where profits and specific interests, along with
moral values, are at stake.
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21.4.2 Areas of content regulation

Everything that happens on the Internet has to do with content, but what is
actually targeted through rules and regulations is behaviour or conduct, and its
effects. In the following we will briefly review a limited selection of areas and
examples of Internet activities, and what they mean for the setting and enforce-
ment of rules, regulation, and control. This review cannot be comprehensive, but it
comprises issues such as data protection and privacy; intellectual property and
copyright; Wikipedia as an example of Web 2.0 peer production; protection against
fraud and the creation of trust in e-commerce with eBay as an example; and finally
the protection of specific symbolic values (content control) and of specific groups
(child/adolescent pornography).

21.4.3 Privacy and data protection

This issue is not new, but it originally gained prominence and urgency with the
computerisation of private organisations and public administrations starting in the
1960s. It was aggravated by the Internet’s enormous capacity to collect, store, share,
and distribute personal data. Data protection includes protection not only against
theft and misuse, but also against their conscious or unconscious distortion by public
and private institutions. The right to control the dissemination of one’s personal
information and to know who possesses which information on which legal grounds
has the status of a human right in many liberal democracies. But this does not mean
that a common understanding of privacy prevails. Rather, the tension between
privacy and other rights or concerns such as freedom of information, freedom of
speech, and collective security is balanced differently in different countries (cf.
Bennett and Raab, 2006; CSTB, 2001: chapter 6). While in the US, freedom of speech
is generally valued more highly than privacy, this is different in many European
countries where legal provisions concerning privacy and data protection are more
comprehensive and elaborate. In authoritarian countries like China, system security
and political and social stability are more important for the government than the
protection of privacy or the freedom of speech (Wu, 2008; Kluver, 2005). These
differences are the result of policy choices which rest on cultural, political, and
juridical legacies. Even in the EU, one of whose basic political and economic aims is
to harmonise national legislation, it took more than 20 years of political negotiations
and lobbying for two EU Directives and one EU Regulation regarding the governance
of Cyberspace to be put into force, in the mid-1990s (Newman, 2008).

Differences in privacy and data protection between countries can have detri-
mental effects on international trade. This is especially the case if one country or
group of countries—in this case the EU—legally requires foreign companies and
countries to respect and enforce the level of protection guaranteed on the partner’s
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territory. Business itself relies to some degree on the provision of adequate protec-
tion in e-commerce, where trust and the reputation of trustworthiness must be
actively achieved—either through self-regulation or public policies (Marcus et al.,
2007). But, first and foremost, national and not foreign regulation is relevant in the
countries concerned, and difficulties arise if regulations abroad are substantially
different. Two agreements between the US and the EU are not only of illustrative
importance in this respect: The Safe Harbor Agreement and an agreement
concerning the transmission to and storage by US security administrations of
personal passenger data (PNR data) collected by airlines flying to the US (Farrell,
2003; Busch, 2006). In both cases, the interest behind these treaties was mainly
economic, but legally they were the result of stipulations in the EU Directives
meant to protect the privacy and data of EU citizens. Legal harmonisation between
the US and the EU was not an option. As the two legal cultures were too
incompatible, bilateral international treaties have been the solution. Each side
accepted the other’s legal framework and reassured the other that they essentially
fulfilled that side’s regulatory requirements—in EU policy terms, mutual recogni-
tion agreements. In both cases, the assurance had to come from the US, which had
lower privacy and data protection standards and less comprehensive regulations. In
addition, the US generally relied on a self-regulatory model of protection more
than the EU (Haufler, 2001: chapter 4). In the first case, the Safe Harbor Agreement,
it was the US side which made the concessions; in the second case it was the EU
which compromised substantially on privacy and data protection standards.
Whether the agreements were reached because of deliberative persuasion, as the
constructivist position maintains (Farrell, 2003), or were the result of clear eco-
nomic interests and the negotiation leverage behind them (Busch, 2006) is a matter
of dispute. In any case, the result of these processes is a piece of international
regulation comprising elements of self-regulation that are based on bilateral
treaties signed by political authorities.

Some scholars argue that the Safe Harbor Agreement has been a model, among
others, for other international agreements as well as less-legalised measures that
facilitated the spread of relatively strong privacy standards and fair information
principles (Bennett and Raab, 2006). Other factors that contributed to this devel-
opment include the OECD Privacy Principles, adopted as recommendations in
1998 (cf. Farrell, 2006) and the occurrence of several data breaches and other
scandals which raised public consciousness in these matters. These mobilised
civil society groups, who not only put pressure on governments and companies
but also developed software to enable users to protect themselves (cf. Holznagel
and Werle, 2004). An encompassing global regulatory regime regarding privacy
and data protection has not evolved, though, and this is unlikely to happen. Thus,
for some observers, self-help strategies are the only viable route to protection
(Johnson, Crawford, and Palfrey, 2004). In their view, the importance of self-
protective measures is reinforced through the emergence of so-called Web 2.0
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peer-to-peer applications including social networking sites of the Facebook type
(Zittrain, 2008: 205-16).

21.4.4 Intellectual property protection

The Internet and Web space as a storage device have fundamentally transformed
the availability, reproducibility, and circulation of immaterial goods. Production
cost and even more so distribution cost decreased enormously. New ways of using
and distributing particularly music have emerged (Lessig, 2004). The ease with
which digital content can be copied and transmitted has fomented the creation of
file sharing networks which argue that free and equal access to music and other
cultural goods is a human right which should not be sacrificed for the sake of
profits. The traditional copyright industry has seen these developments as a threat
and responded with lawsuits and antipiracy campaigns targeting file sharing plat-
forms such as Napster, Kazaa, and Grokster (Dobusch and Quack, 2008), and most
recently, The Pirate Bay in 2009. The entertainment industry argues that monetary
incentives are needed to stimulate creativity and innovation.

From a socio-cultural perspective, the new technological opportunities have
triggered a clash of conflicting values, norms, and ideas concerning the meaning
of culture, cultural production, and cultural consumption. Although—backed by
most governments of industrialised countries—legal intellectual property protec-
tion has been extended and strengthened at the international level, file sharing in
ever newer variations cannot be inhibited. On the other side, industry has also
reinforced its efforts to deploy protection technologies intended to stop un-
authorised copying. This marked only the starting point of a kind of arms race
between technological developments which facilitate the circumvention of copy
protection and usage control, and innovations, especially digital rights manage-
ment software, which allow the industry to determine technically the conditions of
use of digital products (Goldsmith and Wu, 2006). At the same time, this unre-
solved arms race indicates that technological self-protection reaches its limits when
and if it cannot rely on societal consensus.

21.4.5 Peer production

Wikipedia, ‘the free online encyclopedia that everyone can edit’ (Zittrain, 2008:
130), impressively shows what the Internet can achieve by way of decentralised peer
production. Doing away with real world power differentials concerning the provi-
sion and use of this service, Wikipedia appears as a counter model to the incum-
bent information industry (Benkler, 2006: 70-1). The initial idealistic concept,
formulated by its founder Jimmy Wales, rests on a ‘trust-your-neighbour’ attitude.
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Confidence in the discursive and self-correcting capacities of this open participa-
tory system has guided the development of a service with a minimal set of rules
prospering without external control.

A closer look reveals that Wikipedia’s success rests on self-regulation and an
internal hierarchy of influence. Furthermore, one of the general rules stipulates that
users must respect the legal environment and avoid legal disputes. Wikipedia content
should not, for instance, infringe on copyrights, and infringing material must be
eliminated immediately (Zittrain, 2008: 130-6). As the service grew in size, rules
became tighter and more constraining. They address a variety of problems which
jeopardise the substantive goal of the enterprise: to provide a comprehensive, up-to-
date, and reliable encyclopedia. The problems include vandalism, libellous content,
misuse of biographical information and attempts to strategically utilise Wikipedia for
political or commercial purposes. A recent rule requires that any changes to pages
about living people must be approved by one of the site’s editors or trusted users
before they can be released to the general public. If new rules are to be established, they
are discussed as openly as the content of entries in the encyclopedia.

The guiding rule for all discussions is that participants should try to achieve
consensus. If this does not work, voting is an option. Generally, Wikipedia follows
procrastination and subsidiarity principles. Over the years, an internal hierarchy
has developed, ready to step in if decentralised problem solving fails. Adminis-
trators can block content and prevent users from editing. Ultimately, administra-
tors report to an elected arbitration committee, the board of Wikipedia’s parent,
the Wikimedia Foundation, or to the ‘God-king’ Jimmy Wales himself (Zittrain,
2008: 135—41).

Wikipedia seems to be the prototype of a self-regulated, community-based
cyberspace organisation. But this is only half of the truth. It exists and flourishes
in a real-world legal environment that must be respected if external intervention is
to be avoided. This also holds for the increasing number of language-related sub-
communities which organise themselves rather autonomously, again painstakingly
respecting external legal constraints.

21.4.6 E-Commerce

The Internet is of increasing importance for economic transactions. As a fast
border-crossing technology, it facilitates communication processes which lead to
or accompany commercial transactions, most of which are finally executed off-line.
As far as digital products are concerned, e-commerce can also be a full-circle online
activity. Commercial interaction via the Internet can save transaction costs and
increase the frequency and territorial spread of business contacts. But it also has
certain drawbacks and poses certain challenges. A crucial one, especially in inter-
national commerce, is ensuring that business is done safely and in a secure way over
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the Internet, as a precondition for the establishment of trust in business-to-
business and, more so, business-to-consumer relations. Commercial contacts can
be established in seconds and contracts concluded with a simple click, providing
ample opportunities for new forms of crime. Internet crime includes several types
of non-fraudulent action, but by far the largest portion of cybercrime is committed
in e-commerce. Hierarchical legal regulation is indispensable in the fight against
cybercrime. Some regulations are already in place, but they are usually national and
they differ substantially from one country to another. Only in a limited number of
cases can we find internationally shared or accepted rules. A global criminal-law
response with harmonised Internet-specific regulations is unrealistic due to widely
differing social, political, and legal cultures (Sieber, 2006).

As a consequence, e-commerce had to develop mechanisms of self-regulation
and self-help to create trust, and thereby facilitate commercial transactions. eBay,
the online platform for auctions, provides an instructive example. eBay has estab-
lished an online market between seller and bidder. It charges a fee if exchanges are
accomplished. The service started small as a self-regulating community and grew
within a few years into a large and highly profitable business (Dingler, 2008: 7). A
challenging side effect of growth has been the omnipresent threat of fraudulent
behaviour on the part of sellers or buyers. In response, eBay started with a simple
‘Feedback Forum’ of mutual ratings and a single customer support person in 1996.
Nine years later, the company had a full-time security staff of 800 which is charged
with catching criminals. For this purpose, in-house monitoring and data-mining
software are deployed. For seller-bidder relations, it is even more important that
the initially rather simple system of mutual rating by eBay’s customers has devel-
oped into a sophisticated tool, which enables them to judge the trustworthiness of
their potential business partners. The system is continually improved by “Trust &
Safety’ teams. It is an instrument of self-regulation that depends on the active input
of eBay’s customers. It leaves the evaluation of risk and the decision of whether to
engage in a specific transaction to the customers, and at the same time it helps the
company trace and deter, or penalise fraudulent behaviour in order to protect the
integrity of the platform (Goldsmith and Wu, 2006: 136).

21.4.7 Illegal content and conduct

The labelling of content or conduct as illegal or harmful, and policies developed to
protect collective symbolic values and specific groups (e.g. minors) are independ-
ent of the Internet. As in other areas, national cultural and legal rules determine
their definition. Hate speech, extremist propaganda, the glorification of violence,
the denial of crimes against humanity or genocide, pornographic or obscene
material, etc. can be forbidden in one country and legally protected as free speech
in others (CSTB, 2001: chapter 5; Holznagel, 2000). Illegal or harmful conduct
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ranges from conventional cybercrimes like hacking for reasons of sabotage, identity
and/or data theft to aggressive acts such as cyber shaming, stalking, or bullying
which can be very harmful. What the Internet adds in impact is the exponential
increase in volume, the speed of dissemination, and the potentially global spread of
such content and activities. Their sheer quantity accounts for new qualitative
effects on individuals, communities, and organisations. Bullying among school-
children, for example, has always been a harmful activity in schoolyards or other
physical meeting places. Now that these activities, as well as documents negatively
influencing the moral development of children have migrated to social platforms,
chat-rooms, and forums in the Internet, they can easily be spread among children
and at the same time hidden from the eyes and ears of parents and teachers.
Perpetrators in this and other areas often use technical means to hide their identity.
In many cases they can also take advantage of national differences in legal regula-
tions and evade what they see as an unfavourable jurisdiction, fleeing into a less
rigid one. This holds in particular for many of the highly profitable industries such
as Internet-based pornography and gambling, which are legal in some countries
and illegal in others. Their business is transnational in character, serving customers
and clients, or including participants worldwide.

It is likely that industry self-regulation and codes of conduct in social networks,
alone or in conjunction with self-protective measures taken by individual users, fail
to fend off undesirable or illegal content and conduct. Therefore, these non-legal
forms of regulation are no—or no complete—alternative to legal regulation, which
is usually on a national basis and which must be enforced by national authorities.
The limits of enforcement in a network that easily crosses borders are obvious. A
promising response to these limits would be the international harmonisation of
regulation. But here the above-mentioned differing national cultural values and
norms, as well as distinct legal traditions, make it extremely difficult to reach
international agreements—and they are time-consuming if reached at all. Even
in the case of child pornography, where a rather broad international consensus
about its unacceptability exists, the European Council had to deal with tedious
definitional problems (Sieber, 2006: 198—9). It took many years of negotiation
before the European Convention on Cybercrime was signed. This first international
treaty on crimes committed via the Internet deals with copyright infringement,
computer-related fraud, child pornography, and violations of network security. It
was passed in 2001 and went into effect in 2004. The US and other non-European
countries signed the Convention, but it contains many exemptions and discretion-
ary possibilities for the countries ratifying it. One cannot say that the Convention
has facilitated the coordination of concerted and accountable action against crime
on the part of the signatories in a substantial way.

Due to the lack of international legal harmonisation, national law enforcement
agencies are still the central institutions investigating and prosecuting conduct
which violates the law (Goldsmith and Wu, 2006). In the case of child pornography,
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we find rather conventional regulatory approaches of a centralised command and
control type. Where content regulation threatens to collide with freedom of infor-
mation and freedom of speech principles, control agencies in many countries
increasingly deploy filtering and blocking software—a form of censorship which is
often not even noticed by the average user (Zittrain and Palfrey, 2008).

National regulators also involve service providers in their strategies of control
(Goldsmith and Wu, 2006). This opens up additional opportunities to target
border-crossing content denounced as illegal by national authorities. If service
providers from abroad have affiliates in the respective countries, these firms can be
charged with breaching national law if they do not stop unwanted content from
flowing in (Frydman and Rorive, 2002). Even if it is hotly debated in many
countries whether service providers are legally responsible for content which they
have not created but only transmitted (with eyes closed and ears covered), regu-
latory agencies increasingly seek the ‘cooperation’ of those service providers, often
on a contractual basis (cf. Deibert, 2009).

21.4.8 Varieties of content regulation

The selected areas and examples above show that cyberspace is not characterised by
anarchic openness and unregulability. Rather, different national and international
institutional arrangements and a large variety of intervention tools geared to
specific Internet applications govern the so-called content and social layer of the
Internet. Public authority and private actor responsibility often combine in hybrid
arrangements. The tools of regulation range from more conventional instruments
of governmental command and control policies to non-intervention and reliance
on self-protection; between these two extremes are other tools such as ‘soft’
information and persuasion policies, comparative reporting and evaluations, and
procedural regulation or regulation of self-regulation.

Although Internet activities are not as de-territorialised as one might assume,
leaving territorial governments some leverage for control, border-crossing Internet
activities are difficult and sometimes impossible to regulate. This is mainly due to
international differences in legal and enforcement systems, but another important
factor stems from technical opportunities to hide or change the identity of Internet
users, which makes it difficult to trace illegal or hostile action (Brunst, 2009).
International agreements which harmonise legal regulations are scarce, limited in
scope and not of global reach. Only the supranational potential of the EU opens a
realistic chance for legal harmonisation, even though EU efforts are also still rather
limited (for a more optimistic view see Mendez, 2005). But legal harmonisation
always comes at a cost, and some scholars argue that international regulatory
conflict is often preferable to a strategy of harmonisation which obscures unbridge-
able national differences and in effect generates only an illusion of effective
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regulation (cf. Goldsmith, 2000). These potential de facto regulatory failures may
reinforce the demand for self-regulatory solutions at the international level. But
international agreements among firms and associations are not necessarily easier to
achieve than intergovernmental treaties. They can be regarded by some affected
firms as even more constraining than intergovernmental regulation because some
global players may use their strong position to attempt to set the rules.

Seen from this perspective, self-protection or self-help appears to be a viable
option once again. Self-regulatory arrangements which are often based on tech-
nical solutions such as filtering software and services provided by the market are
favoured mainly by those who want to preserve the Internet as a space of individual
liberty. Technologically designed regulation should help leave peer-to-peer com-
munication and transaction as unhindered as possible and thereby render other
forms of regulation unnecessary (Johnson, Crawford, and Palfrey, 2004). However,
these approaches—as useful as they can be under appropriate circumstances—can
have serious drawbacks. To be effective, they require knowledgeable users, and it is
unlikely that the majority will ever be able to adequately judge all risks and possible
counter-measures in a rapidly changing technological environment. Thus, Internet
regulation will remain a patchwork of different regulatory approaches in continu-
ous flux, no model being superior to any other.

21.5 CONCLUSION

................................................................................................................

In this chapter we have dealt with the regulation of cyberspace and its challenges. They
are partly reminiscent of those in other regulatory domains, but they are also partly
new. This newness is due to the opportunities which the new technologies provide to
actors, opportunities which they can use in very different ways—as regulators or as
regulatory targets. We have shown above that the distinction between those who
regulate and those who are regulated can become blurred because public regulators
increasingly, and probably more so in this regulatory domain than in others, must rely
on the cooperation of regulatees or regulatory intermediaries if public intervention is
to be effective. Regulation, in the wider understanding, must even be left party to end-
users or providers of services, because public authorities’ reach is not far or unerring
enough or because effective public intervention would jeopardise the public values,
e.g. civil liberties, that it is supposed to defend—at least in open societies. Therefore,
an astonishing mix of governance modes and regulatory forms characterises the
regulation of cyberspace. This includes a rather high degree of self-regulatory arrange-
ments which might be ‘state-free’ but, nevertheless, can imply strongly constraining
rules and also provide unequal levels of protection.
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We have not dealt, or if so only superficially, with possible effects cyberspace
regulation might have on other regulatory domains. This is a very complex subject
which would deserve a discussion of its own. Therefore, just a few remarks: In
health care regulation, for example, some countries prohibit advertisement for
prescription drugs to the general public. Whatever the rationale for this regulation,
the Internet’s in this case de-territorialising effect renders such regulation practi-
cally unenforceable. The pharmaceutical industry, and in fact any other actor, can
now target potential patients directly from abroad and confront them with infor-
mation, or commercial propaganda, which is completely opaque, and which can
put enormous, publicly objectionable pressure on health care providers. This is
only a marginal example indicating the important opportunities which this tech-
nology provides for territorial law evasion. This technology also facilitates what
one might call identity evasion, i.e. hiding behind anonymity. If we consider,
additionally, the speed with which communicative interactions occur, the speed
with which the locations and addresses of senders can be changed, and the masses
of people who can be reached at the same time, then the problems which law
enforcement authorities face are evident—especially as enforcement administra-
tions are mostly nationally confined. We have discussed some of these problems
above with respect to the protection of minors, for example.

Of course, modern information and communication technologies are also tools
in the hands of regulators. The detection of exchange networks for child pornog-
raphy would not have been possible without the respective technology and tech-
nically able personnel. In areas such as cyber crime, there is a technical ‘arms race’
going on between rule enforcers and rule evaders. As we have discussed in the
preceding paragraphs, law making procedures and law enforcement institutions are
relatively slow—not only in comparison to the dynamics of the technological
development but also with respect to the technological capacities of potential
wrongdoers. Law enforcement needs not be successful in one hundred percent of
cases to be effective. Nevertheless, cyberspace technologies can seriously reduce the
chances of effective law enforcement.

Norms, rules, and regulations governing this complex and dynamic space are
influenced by a variety of factors and forces. From the perspective of the policy
process and of political influence, the specificities of perceived problem situations
and the availability of technological options, as well as cultural, institutional, and
policy legacies are shaping the discourse and political competition of stakeholders,
policy makers, and concerned or interested parties. All of them are trying to
influence developments in cyberspace on the basis of their interests and prefer-
ences, utilising the unequally-distributed power resources which are available to
them. Demand and the active involvement of end-users—however imperfect the
respective markets might be—are also not a negligible factor of influence. All this
takes place in an internationalised environment, a fact which further complicates
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rule making and rule enforcement. In the end it is a ‘battle over the institutional
ecology of the digital development’ (Benkler, 2006, chapter 11), whose outcome will
be the result not of rational planning or rational strategic games but of complex,
largely unforeseeable interactions of mutually amplifying and countervailing forces.

NOTES

1. http://homes.eff.org/~barlow/Declaration-Final.html
2. http://www.icann.org.
3. See “The Tao of IETF’ at http://www.ietf.org.tao.html.
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